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Question 1: Step Activation Function 1

Suppose we have a neural network with one hidden layer.

f(x) =wo+ ) wihi(x); hi(x)=g(bi+vix),

where activation function g is defined as

(2) 1 ifz>0
Z| =
& 0 ifz<0

Which of the following functions can be exactly represented by this neural network?
@ polynomials of degree one: /(x) =ax+b
@ hinge loss: /(x) = max(1—x,0)
@ polynomials of degree two: /(x) = ax?>+bx+c

@ piecewise constant functions
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[Solution] Question 1: Step Activation Function

Suppose we have a neural network with one hidden layer.

f(x)=wo+ Y wihi(x); hi(x)=g(bj+vix),
where activation function g is defined as

glz)=

1 ifz>0
0 ifz<0O

Which of the following functions can be exactly represented by this neural network?
@ polynomials of degree one: /(x) = ax+ b No
If g can be identity function, then the answer is Yes
@ hinge loss: /(x) = max(1—x,0) No
e polynomials of degree two: /(x) = ax®+ bx+c No
@ piecewise constant functions Yes
(—c)-g(x—b)+(c)-g(x—a) can represent /(x) =c,a<x<b.
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[Solution] Question 1: Step Activation Function
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Question 2: Power of Rel.U 2

Consider the following small NN:
wy ReLU (Wix+ by)+ by
where the data is 2D, W; is 2 by 2, by is 2D, w» is 2D and by is 1D.
xx1=(L1) y1=1 x=(1,-1) yp=-1;, x3=(-1,1) y3=—1; x4=(-1,—-1) y4=1
Find b1, by, Wi, ws to solve the problem. (Separate points from class y =1 and y = —1.)
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[Solution] Question 2: Power of Rel. U

hiik)
9 = wy ReLU (Wix+ by)+ by

One choice is

e 1))
o= (1) b =1
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[Solution] Question 2: Power of Rel. U

X /1(k) Reld ki) g
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Question 3: Backpropagation 3
Suppose we have a one hidden layer network and computation is:

h = RELU(Wx + b1)
y = softmax(Uh—+ by)

J = Cross entropy(y, y) Z_yl log i

The dimensions of the matrices are:
WeR™" xcR" b eR™ UcRK™ p,cRK

Use backpropagation to calculate these four gradients

oJ o o oJ
0b, oU 0db; oW
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[Solution] Question 3: Backpropagation
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[Solution] Question 3: Backpropagation
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